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ABSTRACT: The combination of Artificial Intelligence (AI) and Internet of Things (IoT) in the healthcare realm has led to 

intelligent healthcare systems that provide real-time and data-driven medical services that are personalised to an individual. 

Yet, due to the favorable nature of healthcare data, privacy, security, and regulatory compliance (such as HIPAA and GDPR) 

become challenging. Existing, traditional centralized machine learning paradigms are often a poor fit for healthcare because 

they require the consolidation of all the data, which can heavily erode patient privacy. As a new approach, Federated Learning 

(FL) allows model training over various decentralized devices without patients’ data being sent to a central server. This 

provides an architectural overview of FL in privacy-preserving smart healthcare. The study then investigates the fundamental 

components, enabling technologies, communication protocols, security enhancements and performance measurement metrics 

for FL architectures. We also examine real-world use cases, including remote patient monitoring (RPM), disease prediction 

and medical image analysis. Moreover, an extensive literature study, comparative analysis and a proposed framework which 

integrates differential privacy and secure multiparty computation are presented to increase the security of the data as well as 

model robustness. Latency, model accuracy and communication efficiency are discussed using simulated datasets and potential 

key performance indicators of a hybrid system where a group of real-world participants led by an expert proxy provide input to 

an ML engine. This culminates in a detailed discussion on the challenges, future directions and the transformational potential 

of federated learning in establishing a truly secure and intelligent smart healthcare ecosystem. 

 

KEYWORDS: Federated learning, Smart healthcare, Privacy preserving, IoT, Edge computing, Differential privacy, Secure 

aggregation, Medical AI. 

 

1. INTRODUCTION 
The revolution in conventional medical practices is taking place through smart healthcare that employs technologies like 

Artificial Intelligence (AI), the Internet of Things (IoT) and cloud computing. The collection and analysis of these resulting 

massively large health-related data from various sources, ranging from wearable sensors to Electronic Health Records (EHRs) 

to diagnostic imaging systems, are facilitated by these technologies. [1-4] Since this data can be tapped into, smart healthcare 

systems offer a more predictive, preventive or personalized healthcare that improves patient outcomes and efficient use of 

resources. However, the common practice of centralizing storage and processing of sensitive medical data creates vulnerability 

because the data is centrally managed rather than controlled. With this, centralized data repositories become prized targets for 

cyberattacks in which patients are at an increased risk of having their data breached, their access unauthorized and possibly 

even misuse of their data. Additionally, the regulatory frameworks such as HIPAA and GDPR have rigid regulations on how 

medical data should be treated, making centralization of data more complicated. 

 

 
FIGURE 1 Federated learning model architecture for healthcare data integration 
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Challenges are evident in the need for new learning paradigms that protect user data privacy without hurting model accuracy 

and performance. Other decentralized methods like federated learning hold promise for collaborative model training directly 

on local devices, minimizing data exposure and improving patient privacy. The motivation behind the development of secure, 

efficient and scalable healthcare systems, which conform to technological innovation and ethical and legal obligations, is 

presented in this paradigm shift. 

 

1.1. CHALLENGES IN CENTRALIZED MACHINE LEARNING 

 
FIGURE 2 Challenges in centralized machine learning 

 

1.1.1. PRIVACY AND SECURITY 

Centralized machine learning systems are predicated on gathering and storing exceedingly large data sets from across different, 

often distributed resources to a single location (typically the cloud). The security risk in the concentration of sensitive 

information in these systems becomes very high, and these systems become a very attractive target for cyberattacks and data 

breaches. If a vaccine database is compromised, it could jeopardise the privacy of millions of users, and personal health 

information could be misused. Further, inadequate access controls can be used to even abuse data by authorized insiders. Such 

vulnerabilities underscore the primordial privacy issues in the centralized setting, which then should be resolved to prevent the 

leakage of sensitive, medical and personal information. 

 

1.1.2. COMPLIANCE 

Similarly, personal and health-related data is subject to stringent regulations such as the European General Data Protection 

Regulation (GDPR) and the American Health Insurance Portability and Accountability Act (HIPAA), which dictate when and 

how personal and health-related data can be collected, kept and shared. These laws will typically ban the transfer of raw data 

across organizational boundaries and will require explicit consent from an individual before data processing activities may 

occur. Sometimes centralized machine learning models that aggregate data from one place to another may inadvertently violate 

these regulations, if they are not careful with how they get consent, what they anonymize and ensure adequate security 

safeguards. Failure to adhere will incur severe legal consequences and forfeit the public trust in trusted healthcare systems, 

which challenges trusted healthcare systems to embrace architectures which are inherently compliant. 

 

1.1.3. SCALABILITY 

With exponentially increasing healthcare data (because of the rise of digital tools, wearable devices, and continuous 

monitoring), centralized machine learning fails to scale. The high storage, processing, and bandwidth requirements are 

necessary for the aggregation and processing of massive volumes of data in a central server. All this can clog bottlenecks, 

prolong latency and boost operational costs. In addition, a centralized approach is unable to deal efficiently with many data 

sources, as arrays of heterogeneous and distributed data sets are increasingly difficult to manage, which is jeopardizing its 

ability to scale in dynamic real healthcare environments. These constraints limit scalability and necessitate exploring 

distributed learning paradigms where computation and storage are distributed closer to data sources. 

 

1.2. EMERGENCE OF FEDERATED LEARNING (FL) 

1.2.1. CONCEPT AND DEFINITION 

In Federated Learning (FL), multiple devices (or organizations) collaboratively train a shared model without exchanging raw 

data. Instead of sending sensitive data to a central server for training some model, each participant trains the model or some 

part of the model locally on their own data and only shares model updates (e.g. gradients or weights) to a coordinating server. 

The data privacy held with this is that the raw data never leaves the local device and tackles the main issues revolving around 

the idea of training in the centralized model. 
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1.2.2. PRIVACY-PRESERVING NATURE 

The prime motivation for the development of FL is to improve privacy and security in collaborative machine learning. Also, 

since raw data is never out of the local environment, the chances of data being breached or accessed unwarrantedly are reduced 

significantly. The shared model updates can be additionally protected from possible inference attacks by incorporating privacy-

preserving techniques such as Differential Privacy (DP), Homomorphic Encryption (HE) and Secure Multiparty Computation 

(SMPC), hence ensuring confidentiality during the entire training process. 

 

1.2.3. APPLICABILITY IN HEALTHCARE 

Healthcare data is extremely sensitive and scattered over different locations like hospitals, clinics and wearable devices. As FL 

facilitates these entities to jointly create sophisticated predictive models while not violating patient privacy and data sharing 

regulations such as HIPAA and GDPR, it is particularly well-suited for healthcare applications. With this capability, the 

promise is made possible for personalized medicine, disease diagnosis and patient monitoring with stringent confidentiality. 

 

 
FIGURE 3 Emergence of federated learning (FL) 

 

1.2.4. TECHNICAL CHALLENGES 

However, as with all things, FL brings in a number of tech challenges. These include managing heterogeneous data 

distributions (i.e., IID data), variable computing capabilities, constraints on bandwidth and the impact of system failures (or 

malicious participants). This is instrumental to get robust, scalable and fair federated learning systems. 

 

1.2.5. FUTURE POTENTIAL AND TRENDS 

The emergence of FL represents a massive departure from how collaborative ML is handled, especially in the areas where 

privacy matters. Efforts are ongoing to make FL more efficient, secure and versatile according to different scenarios in the real 

world. These trends are emerging, including integrating blockchain for transparency's sake, implementing real-time federated 

learning models, as well as expanding FL to operate with multiple modalities of data. While these advances continue, FL 

becomes a foundational technology for the next generation of intelligent systems and more so in the context of healthcare and 

privacy-sensitive fields. 

 

2. LITERATURE SURVEY 
2.1. FEDERATED LEARNING IN HEALTHCARE: AN OVERVIEW 

In the healthcare domain, Federated Learning (FL) has drawn much attention since it can learn machine learning models 

without collecting centralized data, hence protecting patients’ privacy. FL is applied by Sheller et al. (2020) for brain tumor 

segmentation from MRI scans from across multiple institutions. [5-8] They demonstrated that FL could achieve competitive 

model performance while achieving data locality, which is important in healthcare environments where strong privacy 

regulations require data to be held locally. However, Li et al. (2021) also used FL for federated phenotyping with electronic 

health records (EHRs) so collaborative model development can happen among hospitals without exchanging data directly. 

These represent the opportunities that FL could bring for running large-scale medical research with the protection of the 

security and privacy of data. 

 

2.2. PRIVACY-PRESERVING TECHNIQUES IN FL 

Federated learning is one of the core machine learning problems faced by federated data (neither coordinated nor shared), 

motivating the use of cryptographic and statistical techniques for preserving privacy. One method of accomplishing this is 

through another type of approach known as Differential Privacy (DP), which introduces randomized noise to the model updates 
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before they are shared with the central server so as to obscure the contribution of individual data points, lowering the 

possibility of data leakage. Another aspect of security is that provided by Homomorphic Encryption (HE), which entails 

performing computations directly on encrypted data such that encrypted data is never touched during training. Secure 

Multiparty Computation (SMPC) allows multiple parties to compute functions jointly over their input, without directly 

exchanging data, so as to support collaborative learning without data exchange. Together, these techniques improve the 

trustworthiness and applicability of FL in privacy-sensitive domains, e.g., healthcare. 

 

2.3. LIMITATIONS OF EXISTING WORK 

While federated learning provides the promise, several barriers stand in its way of being broadly adopted in healthcare. The 

biggest challenge is the lack of support for heterogeneous data across various clients because each institution will collect the 

data using different formats. The medical data are, by nature non IID (non-independent and identically distributed), which can 

cause degradation of model performance. Moreover, the majority of FL systems cannot accommodate real-time or near real-

time training, which is often critical in a time-sensitive application, such as in diagnostics or outbreak monitoring. In addition, 

FL gives rise to large communication overhead due to the regular exchange of model parameters, which can become a 

bottleneck, notably in environments with restricted bandwidth and unreliable connections. To make FL a viable solution in 

real-world healthcare scenarios, addressing these issues is vital. 

 

2.4. COMPARATIVE ANALYSIS 

To compare, the comparative analysis shows that various studies employ FL towards heterogeneous healthcare datasets, but 

struggle to possibly achieve readapt towards performance model, privacy, security and system performance at the same time. 

For example, in Sheller et al., their secure aggregation method allows for higher privacy, but it ends up in models that only 

work in narrowly defined realms. On the other hand, the DP-based approach by Li et al. yields better privacy protection but at 

the cost of more communication overhead. The research takes up the broader complaint in the field that enabling federated 

optimization robust to heterogeneity and bandwidth constraints requires a proper combination of hybrid privacy-preserving 

techniques. 

 

3. METHODOLOGY 
3.1. PROPOSED ARCHITECTURE OVERVIEW 

The goals of this thesis were to develop a federated learning architecture that enables secure and efficient model training 

among different healthcare entities, especially in the healthcare industry, where sensitivity about patient data is extremely high. 

The system is comprised of three core components: edge devices (EcD), a central federated learning (FL) server and integrated 

security modules (ISMs). [9-12] Such components of the stack make sure of data privacy, model accuracy and system 

scalability. 

 

 
FIGURE 4 Proposed architecture overview 

 

3.1.1. EDGE DEVICES 

The architecture employs the local computation nodes (known as edge devices). Examples of these are wearable health 

monitors such as fitness trackers or smartwatches, hospital servers with electronic health records (EHRs) and medical images. 

Each device trains a local model in silo using its own private data and only sends model updates (not raw data) to the central 

server. Data entry, storage and retrieval take place in a highly decentralized fashion, minimizing the liability for data leakage 

and supporting healthcare data privacy compliance (HIPAA and GDPR). 
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3.1.2. FL SERVER 

A central coordinating entity (the federated learning server) coordinates. It takes the local model updates gathered from edge 

devices, aggregates using techniques like Federated Averaging and sends the updated global model back to all. The server 

doesn’t reach or store raw data, keeping privacy. It’s also responsible for managing training rounds, updating synchronization, 

and convergence of the global model through heterogeneous client environments. 

 

3.1.3. SECURITY MODULES 

The architecture additionally comprises advanced security modules that are meant to fortify information confidentiality during 

transmission and aggregation. Several solutions include Differential Privacy (DP), that adds noise to model updates to avoid 

releasing individual data points; Homomorphic Encryption (HE) which allows computation on encrypted data in a secure 

manner without decryption; and Secure Multi Party Computation (SMPC) which allows multiple parties to jointly compute a 

function while keeping their inputs private. The combination of these modules forms a complete privacy-preserving training 

framework that is adapted to such sensitive healthcare data. 

 

3.2. DATA FLOW AND TRAINING CYCLE 

In the proposed federated learning framework, the training cycle goes through a systematic path which provides data privacy 

and collaborative model development simultaneously. Local data pretreatment, mode training, encryption, transmission and 

global aggregation are key stages. 

 

3.2.1. LOCAL DATA PREPROCESSING 

First, each participating device (e.g., wearable sensor or hospital server) preprocesses its local data. The step here is cleaning, 

normalisation and extracting features from the data to make the data ready to train on. Since healthcare data comes in various 

formats, such as time series (vital signs), structured (EHRs) and unstructured (text notes), preprocessing is necessary to 

properly align data into a uniform format for model input. 

 

3.2.2. MODEL TRAINING ON LOCAL DEVICE 

After preprocessing, each edge device uses its private dataset to train the model. Basically, the training process optimizes the 

model parameters using the available data, relying on some local computing resources. That is done so that information on 

patient-sensitive data is not allowed to escape the local environment. The models, based on neural networks, decision trees or 

other machine learning algorithms designed for the task (for example, diagnosis and risk prediction), may vary depending on 

the application. 

 

3.2.3. ENCRYPTION OF MODEL UPDATES 

After training is done, the trained model parameters (e.g., weights or gradients) are encrypted before being sent. To prevent  

reverse engineering or any data leakage from the updates, techniques like Differential Privacy (DP), Homomorphic Encryption 

(HE) or Secure Multi Party Computation (SMPC) are applied. This encryption step is critical to continuing trust and 

compliance with healthcare data protection standards. 

 

 
FIGURE 5 Data flow and training cycle 

 

3.2.4. TRANSMISSION TO CENTRAL SERVER 

Securely, they are transmitting encrypted model updates to the central federated learning server. This communication is most 

often done via secure channels (such as Transport Layer Security or TLS) so as to circumvent interception or tampering. As the 
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monitored data is not sent, only encrypted or privacy-preserving updates are shared, which greatly reduces the risk of data 

exposure during transmission. 

 

3.2.5. AGGREGATION AND UPDATE DISSEMINATION 

Federated Averaging or a similar algorithm is used by the central FL server to aggregate the encrypted updates. After the 

update of the global model, it is sent back to all participating devices for the next training round. Training, encryption, 

compression and transmission are repeated a number of times until the model starts to converge and sufficient performance is 

achieved. This cycle is iterative, so we can improve the model continuously and keep data privacy. 

 

3.3. SECURITY ENHANCEMENTS 

The architecture integrates advanced cryptographic or statistical security techniques so as to provide robust privacy protection 

in the federated learning system. [13-16] Differential Privacy and Homomorphic Encryption are two such things which try to 

further hide some sensitive information from being exposed to even training the models or sharing the information. 

 

3.3.1. DIFFERENTIAL PRIVACY FORMULA 

Differential Privacy (DP) is a mathematical guarantee that a single data point makes essentially no difference to the outcome of 

an algorithm, e.g., an algorithm will give essentially the same result whether or not you added it to the dataset. A mechanism is 

formally defined as 𝑀 satisfies (𝜖,)-differential privacy: Any two neighboring datasets and 𝐷′, for any output they differ on 

only one element 𝑆. It is the case that S. Here, 𝜖. The smaller the ϵ, the allowable privacy loss (the privacy budget), quantifies 

the privacy budget. The stronger the privacy, the smaller ϵ. DP provides privacy by adding calibrated random noise to the 

model updates, so regardless of how adversarial the scrutiny of the model outputs, it is not possible to confidently infer the data 

of any individual. 

 

 
FIGURE 6 Security enhancements 

 

𝑷[𝑴(𝑫) ∈ 𝑺] ≤ 𝒆∈. 𝑷[𝑴(𝑫′) ∈ 𝑺] + 𝜹 

 

3.3.2. HOMOMORPHIC ENCRYPTION WORKFLOW 

One of them is Homomorphic Encryption (HE), which enables computations on the encrypted data without decryption. First, 

data is encrypted on the client side using a public key; Computations can then be performed on the encrypted data or ciphertext 

while still encrypted. Given that the result of the computation can be sent back and decrypted by the data owner using a private 

key it holds, updating the data uses no communication. It thus allows for model aggregation and analytics securely, without 

disclosing raw or intermediate data (i.e., end-to-end encryption in federated learning). 

 

3.4. IMPLEMENTATION TOOLS 

Implementing a secure, yet efficient federated learning system will need specialized tools and frameworks that support 

distributed training, privacy-preserving techniques and scalability. Commonly, one sees that there are three notable tools being 

used for research and real-world FL applications, for example, TensorFlow Federated, PySyft and Flower Framework. 

 

Security 
Enhancements

Differential 
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Homomorphic 
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FIGURE 7 Implementation tools 

 

3.4.1. A KEY ADDITION TO THIS BLOG POST WAS TENSORFLOW FEDERATED (TFF) 

Google, of course, offers TensorFlow Federated, an open-source framework for running experiments in federated learning, 

created with the open-source TensorFlow ecosystem in mind. An API is provided by TFF, which gives researchers the ability to 

simulate FL scenarios, define custom training loops and evaluate model performance across virtual clients. It has also been 

built to support integration with Keras models and pre-built functionalities around federated averaging, differential privacy and 

federated evaluation. Because of this, TFF is particularly suited for academic and prototyping purposes as it enables users to 

simulate real-world FL environments on a single machine before scaling up. 

 

3.4.2. PYSYFT 

OpenMined’s PySyft is a Python library allowing one to do privacy-preserving machine learning, using techniques like 

federated learning, differential privacy and encrypted computation. It builds on top of popular machine learning frameworks 

like PyTorch and TensorFlow, adding capabilities of running machine learning (remote execution), protecting data (secure data 

handling) and training models privately (encrypted model training). Abstractions like Virtual Workers and remote tensors allow 

data scientists to train models on distributed data without ever having to access it directly, using PySyft. This is also composed 

in a modular way, which makes it a great candidate to experiment with advanced privacy-preserving techniques like Secure 

Multiparty Computation (SMPC) and Homomorphic Encryption (HE). 

 

3.4.3. FLOWER FRAMEWORK (FLWR) 

The Flower Framework is a simple, flexible and easy-to-use framework for constructing scalable federated learning systems. It 

is highly extensible and supports multiple machine learning libraries such as TensorFlow, PyTorch, and Scikit learn. Flower 

enables deploying real FL applications over distributed networks of devices (e.g., mobile phones, IoT devices, edge servers) 

without hassle. Flower offers built-in support for custom client/server logic, performance monitoring and integration with 

privacy tools, making it suitable for both the research and production settings. Its architecture allows one to scale from 

simulation to deployment in real-world healthcare systems. 

 

4. RESULTS AND DISCUSSION 
4.1. EXPERIMENTAL SETUP 

An experimental simulation was conducted by using FL on a dataset that contained fake data of real-world medical issues to 

analyze its effectiveness, efficiency and capability to respect privacy. The dataset had both clinical and demographic data, both 

of which were used to predict heart disease and diabetes, for example, patients’ age, blood pressure, glucose levels, cholesterol 

levels, BMI and their daily habits. To make sure the data followed ethical rules, it was made up or its identifiable features were 

removed and made like typical patient records for testing. The original dataset was segmented into groups that are not identical 

(non-IID), and each simulated client was provided with its own group for training. For this, Raspberry Pi 4 Model B units and 

Android smartphones were used to imitate the diverse computing found in real health clinics, on wearables and with mobile 

diagnostic tools. Since devices could have different speeds, storage and ways of connecting, they were useful in confirming the 

adaptability and scalability of the system under real-world limits. Local training took place for each device, with a machine 

learning model (a neural network classifier) using the assigned set of data, a set number of local epochs and group sizes 

imitating edge computing behavior. Various performance metrics were selected to evaluate accuracy (accuracy rate), response 

time (latency, in milliseconds) and privacy protection (privacy loss, measured by ε) as they relate to the system. As a result of 

this design, the FL system’s strengths, protections of privacy and practicality for healthcare use were well studied, which made 

clear it is suitable for secure real-world applications. 
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4.2. RESULTS SUMMARY TABLE 

 
TABLE 1 Performance comparison between centralized, baseline FL, and secure FL systems 

Metrics Centralized Federated (Baseline) Federated (With Security) 

Accuracy (%) 100% 98.25% 96.67% 

Latency (ms) 100% 125% 150% 

Privacy Loss (ε) 0% 100% 46.67% 

 

4.2.1. ACCURACY (%) 

The accuracy of the centralized model is 100% (ranking in the 91.2% percent in predicting heart disease and diabetes from the 

simulated healthcare dataset). The relative accuracy of the federated learning baseline model falls only slightly to 89.5% (also a 

drop to 98.25%). So, this means that decentralizing the data and training it locally doesn’t degrade the predictive capability of 

the model by a lot. Specifically, with these additional security mechanisms (differential privacy, homomorphic encryption), the 

accuracy drops to 96.67%, or, put another way, 88.1% in absolute terms. The expectation for this minor reduction is because 

privacy-preserving techniques usually add noise or computational overhead to introduce a slight change in model precision. 

However, this trade-off is not acceptable, because it gives in to enhanced data privacy. 

 

4.2.2. LATENCY (MS) 

As a baseline, the latency of the centralized model is set to 100, and it measures how long it takes, on average, to finish a 

training round. Because the model training process is distributed across different devices and a central server, there is an 

overhead cost in distributed computation and communication, causing the federated learning baseline model to experience an 

additional 125% latency increase compared to the cloud baseline model (25%). However, applying security protocols such as 

encryption and secure aggregation results in additional computational costs (e.g. encrypting model updates and performing 

secure multiparty computations), which leads to a 150% increase in latency. While the latency grows, the system is still useful 

for many healthcare applications, for which preserving privacy is frequently more important than reducing delay. 

 

 
FIGURE 8 Graph representing performance comparison between centralized, baseline FL, and secure FL systems 

 

4.2.3. PRIVACY LOSS (Ε) 

As a risk of exposing individual data points during training, privacy loss is quantified here through differential privacy 

parameters. As there are no privacy guarantees with the centralized model (N/A), the amount of privacy loss cannot be 

measured. Baseline federated learning model ensures a moderate level of privacy protection, with privacy loss set to 100%. 

Additional security mechanisms are integrated to reduce the privacy loss to 46.67% (cutting the likelihood of data leakage 

nearly in half). Further and quite importantly, this substantial reduction demonstrates the effectiveness of the privacy-

preserving enhancements proposed, and this makes the system useful for sensitive healthcare data where confidentiality 

matters.  

 

4.3. DISCUSSION 

Experimental results reveal the fundamental trade-offs when designing Federated Learning (FL) systems for healthcare 

applications, namely, the accuracy, privacy and latency trade-offs. Here, the centralized model, which had complete access to 

the dataset, surprisingly scored the highest accuracy of 91.2%. While this centralized approach provides a great deal of value, it 
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creates a very large privacy concern, in that all sensitive patient data is amassed in one place, significantly raising the 

likelihood of a breach or regulatory issues. For medical applications where confidentiality is paramount, such a setup is often 

infeasible. On the other side of things, the baseline functional local (FL) model that trains locally on distributed data and 

doesn't share raw data had only a modest decrease in accuracy to 89.5%. This suggests that FL is able to maintain a reasonable 

level of predictive power while greatly increasing privacy by having data decentralized. To strengthen privacy protection, we 

introduce advanced security techniques, including Differential Privacy (DP) and Homomorphic Encryption (HE), which 

further reduce privacy loss by 0.5 (up to 0.7), almost cutting down the data exposure risk in training. A slight increase in terms 

of accuracy to 88.1% however, comes with an increase in overhead and loss in privacy guarantee as we introduce noise as per 

DP and HE. However, the trade-off is worth it since healthcare data is sensitive and has strict privacy requirements. Latency 

measurements show that, depending on the size of the cluster, the baseline FL approach incurs a 25% increase in training time 

over centralized training due to the communication overhead of distributed training. The overhead increases by 20% (from 

400ms to 480ms) due to increased latency in order to incorporate security mechanisms, which need to spend additional time on 

encryption, secure aggregation and privacy-preserving computations. Although this might be a bit too much delay for highly 

low-latency applications, it is still within the boundaries of many healthcare-based scenarios in which security takes priority 

over real-time processing. Finally, the architecture was validated on the edges of realistic heterogeneity, using Raspberry Pi's 

and Android smartphones, and verified to be scalable through simulations. Device diversity and varying computational 

capacity posed no hindrance to stable convergence or model integrity, showing its practicality for real-world healthcare 

deployments. These results overall confirm that the proposed FL architecture has the ability to balance privacy, accuracy and 

efficiency, and as such may be a promising solution for privacy-sensitive applications of medical AI. 

 

5. CONCLUSION  
As a promising approach, Federated Learning (FL) has been proposed to develop secure, privacy-preserving, intelligent 

healthcare systems. Unlike centralized methods, which involve pooling sensitive patient data into a single repository, FL 

enables data to sit locally on the devices, making privacy breaches and compliance with data protection regulations (e.g., 

HIPAA, GDPR) substantially easier. We further validate the practicality of this decentralized paradigm in healthcare settings by 

showing that our proposed FL architecture of leveraging edge devices (i.e., wearable sensor, hospital server and smartphone) 

can collaboratively train machine learning models without disclosing raw data. Additionally, the integration of Differential 

Privacy and Homomorphic Encryption adds another layer of privacy property (data confidentiality) without compromising the 

levels of predictive accuracy and system efficiency. Comprehensive experiments with the architecture on simulated healthcare 

datasets involving heart disease and diabetes prediction demonstrated that they can achieve the critical trade-offs between 

accuracy, latency and privacy loss. Furthermore, the system was shown to be robust and scalable across heterogeneous devices 

with different computational capabilities for real-world healthcare deployments. These results validate that FL can be used to 

allow the development of intelligent healthcare solutions that comply with regulatory constraints and respect patient privacy, 

while yielding clinically meaningful insights. 

 

5.1. FUTURE WORK 

Future research will be built on the foundation established here, detailing the paths to be explored to build on and further refine 

the capabilities of FL in healthcare as well as to encourage its broader adoption in medical care. To begin with, integrating 

blockchain technology with FL allows for a transparent and unalterable audit trail of all training activities, serving as data 

provenance and meeting much stricter standards for healthcare audits. Additionally, having a blockchain decentralised ledger 

like Interplanetary File System (IPFS) could also help manage trust amongst multiple stakeholders as bits and pieces of 

information are securely recorded and model updates or consent management are securely performed. Second, it is crucial to 

support a broader range of heterogeneous devices for a richer model and address the challenges posed by non-independent and 

identically distributed (non-IID) data to effectively improve model generalizability and robustness. Given that healthcare data 

is wildly diverse, being produced by a multiplicity of sources with a multiplicity of distributions, enabling the development of 

adaptive FL algorithms to contend with such variability adds to its practical applicability. Lastly, it is necessary to advance 

real-time federated learning models for applications that require quick data analysis and the ability to provide clinical 

diagnoses or act on the data immediately (emergency diagnostics or continuous health monitoring). This will require designing 

improved communication protocols, minimizing the associated computation and investigating novel privacy-preserving 

techniques that lower latency. These future directions together will lead FL to become a mature technology to revolutionize 

healthcare delivery, powered by all of the allurements of privacy, scalability and intelligence. 
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