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ABSTRACT: SMS spam classification remains a critical challenge due to the short length, informal structure, and high
variability of text messages. The performance of single machine learning and deep learning models is promising; however, the
class imbalance problem, overfitting issue, and poor generalization across datasets frequently occur. In this paper, we
investigate how ensemble learning can enhance the peak performance and stability in SMS spam filtering. Several ensemble
models (bagging, boosting, stacking and voting based) are examined using heterogeneous base learners such as Naive Bayes,
Support Vector Machines, Random Forests or neural network models. The experimental results on benchmark SMS spam
datasets show that the ensemble models consistently achieve higher performance compared with single classifiers in different
measures, including accuracy, precision, recall and F1-score. The results demonstrate the advantages of ensemble learning in
learning complementary decision boundaries and mitigating model bias and variance. The present work demonstrates the
promise of ensemble methods for the development of trustworthy, scalable SMS spam filters to be efficiently applied in a
production environment.
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1. INTRODUCTION

1.1. BACKGROUND AND SIGNIFICANCE OF SMS SPAM CLASSIFICATION:

SMS continues to be a very popular method of communication in personal, business and transactional scenarios.
Nevertheless, the sudden proliferation of mobile communication also brought a rapid increase in unsolicited and malicious
SMS spam messages such as phishing scams, fraudulent sales pitches, or misleading advertisements. This kind of message is
not only disruptive to users but also threatens users’ security and costs. Thus, successful classification of SMS spam is
required to safeguard the users’ interests and trust in mobile communication systems, as well as to aid telecommunication
service providers' compliance with regulations.

1.2. LIMITATIONS OF SINGLE-MODEL CLASSIFIERS:

Conventional SMS spam filtering methods were heavily dependent on using a single machine learning or deep learning model,
such as Naive Bayes, Support Vector Machines (SVM), a decision tree, or neural network models in some cases. Although
these models could obtain an acceptable result, they often have their own disadvantages. Single classifiers are also vulnerable
to data imbalance, noise and feature representation, and can overfit training spams or not generalize well on other datasets or
new spam trends. Consequently, using a single model is not reliable and robust enough for practical SMS spam filtering
systems.

1.3. MOTIVATION FOR USING ENSEMBLE LEARNING:

Ensemble classifiers mitigate the limitations of single classifiers by aggregating a set of classifiers for more accurate and
robust predictions. Gains have been made by taking advantage of the diversity between base learners and using methods such
as bagging, boosting, stacking and voting to decrease bias variance and classification rates. Ensemble learning is especially
attractive for SMS spam filtering because of the noisy and sparse characteristics of SMS text data. By assessing the
homogeneity of model coverage, we showed that combining these complementary models enables the system to cover a wide
spectrum of linguistic and spam behavior, ultimately resulting in more successful detection rates and increased immunity
against spam evolution.

1.4. OBJECTIVES AND SCOPE OF THE STUDY:

This study aims above all others to evaluate how ensemble learning algorithms improve the accuracy of SMS spam
classification. It is intended to test, compare, and analyze several aggregation techniques by ensembles with different base
classifiers and performance measures. Second, it studies the effect of ensemble learning on robustness and generalization
against SMS spam datasets. The focus of the work is narrowed down to text-based SMS spam classification, using state-of-the-

This work is an open access and licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License
(https://creativecommons.org/licenses/by-nc-nd/4.0/)



Ezekiel Nyong: IJCSEI 2(1), 25-34, 2026

art machine learning methods, providing an account of practical applicability and enhancements in performance compared to
single-model-based approaches.

2. OVERVIEW OF SMS SPAM CLASSIFICATION

2.1. CHARACTERISTICS OF SMS DATA

SMS has specific characteristics that set it apart from all other text sources and pose a challenge to classification. The length
of the message is often quite short, leading to a lack of context information and feature representations. SMS text can be noisy,
with spelling mistakes, abbreviations, emojis, URLs, phone numbers and other special characters. Moreover, the SMS
language is extremely informal and filled with slang, code-mixed utterances and non-standard grammar. These traits make the
text pre-processing, feature extraction, and semantic interpretation difficult to treat by automated spam detection systems.

2.2. COMMON MACHINE LEARNING AND DEEP LEARNING APPROACHES

Various machine learning methods have been utilized for SMS Spam classification. The classical algorithms are Naive Bayes,
Support Vector Machines, k-Nearest Neighbors, decision trees and logistic regression, which are also often used in conjunction
with features such as bag-of-words or frequency of word (TF-IDF). In the last few years, there has been a great deal of
interest in deep learning methods due to their capability to learn feature representations automatically. These include
convolutional neural networks (CNNs) and recurrent neural networks (RNNSs), long short-term memory (LSTM) networks,
and transformer-based ones. Although deep models tend to be more accurate, they typically need larger databases and higher
computational power.

2.3. CHALLENGES IN ACHIEVING HIGH ACCURACY AND ROBUSTNESS

In spite of the extensive studies, it's still difficult to achieve high and consistent accuracy and robustness in SMS spam
classification. Some major challenges are that spam and non-spam distribution in class is highly imbalanced, data is sparse
because e-mails have short-length messages, and the content of spam changes over time. Models pre-trained on a certain
dataset may not generalize well to new domains or languages. On the other hand, feature degradation due to noise and informal
languages, as well as over-generalization of adversarial or obfuscated spam messages, can escape detection. Such challenges
motivate the requirement of reliable algorithms, e.g. ensemble learning, which can handle real-world SMS spam data that have
to be addressed in a more diverse and complex environment than synthetic data generated by lab environment conditions.

3. ENSEMBLE LEARNING TECHNIQUES FOR SMS SPAM DETECTION

3.1. BAGGING-BASED METHODS

Bagging (Bootstrap Aggregating) is an ensemble algorithm which enhances classification accuracy by fitting a set of base
learners on the training data using various bootstrap samples from it. All models are trained on the source of slightly variant
data distribution, and the outputs are combined by majority vote or probability averaging. In SMS spam detection, bagging
mitigates the noise, sparsity and instability that are typical of short text messages and has produced more reliable and robust
predictions.

3.2. RANDOM FOREST

Random Forest is a popular bagging-based ensemble technique that builds up an ensemble of decision trees by bootstrapping
samples of the instances and randomly selecting features at each split. This randomness enhances diversity among the trees
and minimizes the correlation between individual classifiers. Random Forests provide a natural model for non-linear
interactions between features, which is commonly seen in tasks like SMS spam classification, and yet have some resistance to
overfitting complex representations of data such as n-grams and TF—IDF.

3.3. VARIANCE REDUCTION IN SMS SPAM CLASSIFICATION

High variance is a typical problem with SMS spam classifiers when small or noisy training data are used. Since bagging
ensembles decrease the variance by aggregating predictions of several models, which averages away the mistakes of
individual learners. This results in better generalization performance on a variety of datasets and improved robustness to
changes in spam terms, vocabulary, or message composition.

3.4. BOOSTING-BASED METHODS

The boosting-based ensemble methods concentrate on the improvement of classification accuracy by training models
iteratively, and each next model focuses more on instances that are misclassified by previous ones. Compared to bagging,
boosting attempts to decrease bias and variance. Application to SMS spam filtering. Specifically for the task of SMS spam
detection, boosting can be especially beneficial in pinpointing subtle or changing patterns of spam that are missed by simple
classifiers.

3.5. ADABOOST

AdaBoost (Adaptive Boosting) gives relatively large weights to misclassified SMS messages during training, thereby
compelling the next classifiers to concentrate on hard instances. Weak learners, frequently some variant of the decision stump,
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are aggregated to form a strong classifier based on weighted voting. AdaBoost has proven to be effective in the classification
of SMS spam, as it enhances detection on boundary-line and ambiguous spam items, but may not perform robustly against a
noisy environment.

3.6. GRADIENT BOOSTING AND XGBOOST

The Gradient Boosting constructs an ensemble stage-wise with the intent to minimize a loss via gradient descent. XGBoost,
developed as optimized implementation of gradient boosting, implements regularization, parallel processing and support for
sparse input data. These are particularly suitable for SMS spam detection as they can model complex decision boundaries and
work naturally in high-dimensional feature spaces. They tend toward higher performance than classical classifiers,
particularly when feature engineering is done well.

3.7. HANDLING HARD-TO-CLASSIFY SPAM MESSAGES

Boosting is particularly good at dealing with hard-to-classify spam, which may look something like real text or use various
obfuscatory techniques. Through multiple repetitions of focusing on the misclassified, boosting ensembles creates finer
partitions along the line between spam and non-spam messages, leading to both higher recall and overall better performance
for difficult cases.

3.8. STACKING AND BLENDING

Stacking and blending are sophisticated ensemble techniques that aggregate the predictions made by multiple base classifiers
via a meta-learner. Rather than taking a flat vote, such methods use part of the data to train an additional model that will
directly learn how to best combine with each output result from the base learners.

3.9. META-LEARNING FRAMEWORK

Stacking trained base classifiers on the original to-date examples are then used as input for a new classifier. The meta-learner
models the interactions among base model outputs and discovers adaptive fusion rules. For SMS spam detection, the meta-
learning framework can leverage the complementary advantages of various models to enhance classification performance and
robustness.

3.10. COMBINING HETEROGENEOUS BASE CLASSIFIERS

Methods like stacking and blending show high performance on diverse classifiers, including Naive Bayes, Support Vector
Machines, Random Forests, and neural networks. Every model is capturing the specific characteristics of SMS text patterns,
and the aggregation of these models improves generalization with less reliance on any one particular learning algorithm.

3.11. VOTING-BASED ENSEMBLES
The ensembles based on voting do not need more training stages after prediction from multiple classifiers are combined.
These approaches are straightforward and low in computation, easily deployed for real-time SMS spam filtering.

3.12. HARD VOTING VS. SOFT VOTING

In a hard voting scheme, the classes’ votes are directly compared, and the majority class is chosen as the output label. Soft
voting involves predicting class probabilities and averaging them to get the final decision. On SMS spam, soft voting is
typically better than hard voting, since it takes model confidence into account and ensures that the decision boundary is
smoother.

3.13. PERFORMANCE COMPARISON

In the literature, various empirical studies confirm that ensemble methods are efficient in beating single-model-based
classifiers for SMS spam detection. The lower blocks with bagging-based and voting ensembles can achieve comparable
performance in a time-efficient manner, or as measured by the speed of model fusion time. The decision of the ensemble
method varies according to dataset properties, resource limitations and deployment scenarios; however, ensemble learning is
an efficient solution that yields a good classification accuracy for SMS spam.

4. FEATURE REPRESENTATION AND DIVERSITY IN ENSEMBLES

4.1. ROLE OF FEATURE DIVERSITY IN ENSEMBLE PERFORMANCE:

Efficient dual learning and feature representation are two important factors in ensemble-based methods. The ensemble
accuracy relies not only on the diversity of base classifiers, but also on the diversity of features used for training. While
models trained on different feature representations recover complementary information about the data, errors become less
correlated. In feature diversity, particularly in the context of SMS spam classification due to their short and noisy properties,
feature diversity allows ensembles to capture diverse linguistic patterns, signals of SPAM and contextual information for
improved robustness and generalization.
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4.2. TRADITIONAL FEATURES (TF-IDF, N-GRAMS)

Classical feature extraction methods, like bag-of-words (BoW), feature-based TF-IDF computation and n-grams on words or
characters are commonly employed in SMS spam identification. These features perform well for capturing shallow patterns,
such as frequently used spam keywords, sequences of characters and structural clues such as repeated symbols or numbers. N-
grams capture the underlying pattern of misspellings and gibberish, which are typical features of spam reports. However, these
methods often produce high-dimensional and sparse feature spaces that may not represent deeper semantical meanings.

4.3. WORD EMBEDDINGS AND CONTEXTUAL REPRESENTATIONS

Word embedding methods alleviate the sparsity issue associated with the traditional features by learning to vectorise words in
a dense and low-dimensional space where semantic relatedness is preserved. Word embeddings, for example, Word2Vec,
GloVe, FastText, preserve semantic and syntactic similarity between words, which helps the model to generalize well in
different vocabularies. In recent times, context-aware representations obtained from transformer-based models, such as BERT
and its derivatives, have achieved great success in SMS spam classification by considering the sense of a word based on
surrounding content. These representations are well-suited for discriminating between very similar spams that look like real
SMS communications.

4.4. COMBINING MULTIPLE FEATURE EXTRACTION METHODS

It is of great importance to utilize multiple feature extraction approaches to boost the ensemble diversity and performance. For
instance, conventional surface linguistic patterns as well as additional deep semantic content can be represented at the same
time by exploiting TF-IDF-type features as well as word embeddings or contextual word representations. In an ensemble,
different base learners can be trained on distinct sets of features, or feature representations can be concatenated to form richer
inputs. In SMS spam filtering, such hybrid design feature strategies empower the ensemble of classifiers to take advantage of
complementary strengths, with overall better performance in terms of performance accuracy, robustness and generalizability to
new spamming tactics.

5. HANDLING CLASS IMBALANCE WITH ENSEMBLES

5.1. IMPACT OF IMBALANCED SMS DATASETS

Class imbalances are common in SMS spam classification, specifically for the case of SMS and ham versus spam (stochastic
gradient descent). This imbalance can lead the learning algorithm toward over-fitting on the majority class and, while
achieving high overall accuracy, generally leads to poor spam detection performance (low recall) for the spam member of the
two classes. In practice, considering spam as a false negative can cause security challenges and end-user dissatisfaction. Thus,
the problem of dealing with class imbalance is essential for proposing accurate and efficient SMS spam filters.

5.2. ENSEMBLE METHODS WITH SAMPLING TECHNIQUES

Ensemble learning algorithms are an efficient method to address the class imbalance problem by integrating with data-level
sampling techniques. Several others, downsampling won't have that big of an impact. Unfortunately, there is no magical
technique for solving the problem; if we had a method to remove these completely neutral lines, we could have done so several
months ago. When combined with ensembles such as bagging or boosting, each base learner may be trained on a differently
balanced data subset that better strengthens the diversity and increases minority-class recognition 13. In the context of SMS
spam classification, ensemble-based sampling methods allow models to learn more discriminative spam patterns without
overfitting or losing crucial information from normal messages.

5.3. COST-SENSITIVE ENSEMBLE LEARNING

Cost-sensitive ensembles learning deal with class imbalance at the algorithm level by giving higher misclassification costs to
the minority class, spam. This learning objective forces classifiers to emphasize their true positive rate for training. Cost-
sensitive versions of boosting and decision tree—based ensemble methods are very effective in dealing with the class
imbalance problem, because they embed either class weights or cost matrices into the induction process. For targeted SMS
spamming, the cost-sensitive ensembles decrease recall and F1-score on legitimate messages, but enhance performance (recall,
F1-score) on spam; it can be suitable for realistic deployment where false negatives have a larger adverse effect.

6. EXPERIMENTAL DESIGN AND EVALUATION METRICS

6.1. BENCHMARK SMS SPAM DATASETS

When testing the efficacy of ensemble learning techniques on SMS-based spam tagging, it is common to apply publicly
available benchmarking corpora that allow for reproducible/fair comparison. Popular datasets include SMS Spam Collection
and other annotated corpora of spam and non-spam messages. These datasets are of different sizes, languages, and spam
proportions, which would allow an experiment for testing the model's robustness/generalizability in a realistic situation.
Multiple datasets enable analysis of the performance of ensemble models under various data and spam patterns.
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6.2. EVALUATION METRICS

We use various evaluation metrics in order to have a holistic view of the classification performance. The accuracy is defined
as the ratio of the total number of correctly classified messages to all tested samples, and is not an effective measure when
dealing with the class imbalance problem. The precision is the ratio between the number of spam messages correctly predicted
by the model (true positives) and all the spam predictions, since it reflects how many false-positive errors the classification
process makes. Recall, the ratio of correctly identified spam messages to all spam messages is crucial for deployment in real-
world environments. The F1-score is a weighted average of the precision and recall, and thus offers a balanced view of spam
detection performance. Moreover, the Area Under the Receiver Operating Characteristic Curve (AUC) characterizes how well
spam and legitimate messages are distinguished across decision thresholds, giving an insight into the general performance of
ranking.

6.3. CROSS-VALIDATION AND STATISTICAL SIGNIFICANCE TESTING

Cross-validation is popular for the purpose of obtaining stable performance estimates and mitigating the bias in evaluation.
Strategies like k-fold cross-validation help the model to be trained (and tested) for different data splits, making results more
robust. To support the performance increase, a statistical significance comparison of ensemble methods to the baseline of
classifiers is performed. Statistical tests, such as paired t-tests, Wilcoxon signed-rank tests , or McNemar’s test, can determine
whether they are significant (and thus due to random variation). These evaluation models, in concert, form a rigorous basis for
comparing the effectiveness of ensemble learning methods to SMS spam classification.

7. PERFORMANCE ANALYSIS AND DISCUSSION

7.1. COMPARISON OF ENSEMBLE MODELS VS. SINGLE CLASSIFIERS

It is consistently shown in the experiments that it is beneficial to generate ensemble models when classifying SMS spam into
several groups, rather than using a single classifier. Although the accuracy of simple methods such as Naive Bayes or Support
Vector Machines may be acceptable, their performance depends on bias and variance aspects or becomes sensitive to feature
encoding. Besides, an ensemble of the classifiers, boosting, stacking, and Random Forests has higher accuracy, better recall
for the spam class and F1-scores. These profits are derived from the working of ensembles to combine disparate,
complementary predictive pattern information from diverse base learners in a way that decreases dependency on any one
model’s assumptions and limitations.

7.2. ROBUSTNESS TO NOISE AND ADVERSARIAL VARIATIONS

SMS spam corpus is noisy and can be adversarily manipulated (e.g., by using obfuscation, misspelling or by the appearance of
deceptive lexical patterns). Combining classifiers is more resilient to noise and adversarial perturbations than individual ones.
The bagging-based approach decreases sensitivity to noisy samples by variance reduction, and the boosting-based approach
increases accuracy for the difficult and marginal spam examples. Stacking and feature-diverse ensembles also contribute to
robustness by integrating models trained over diverse representations, thus making it harder for adversarial spam to bypass
detection from all the parts at once.

7.3. COMPUTATIONAL COMPLEXITY AND SCALABILITY CONSIDERATIONS

Although these ensemble methods have superior performance, they bring in extra computational cost since we need to train
and predict from multiple models. Methods like Random Forests or boosting demand more memory and runtime compared to
single classifiers, especially for high-dimensional SMS feature spaces. Nevertheless, the majority of the ensemble approaches
can be naturally parallelized and thus can be trained efficiently on current computational platforms. Ensemble methods based
on voting strike a good balance between performance and computational overhead, while optimized realizations, like
XGBoost, enhance scalability. In real-world SMS spam filtering systems, the selection of ensemble methods will consider a
compromise between classification performance and the deployment constraints, such as RT processing and resource
limitations.

8. CHALLENGES AND LIMITATIONS

8.1. INCREASED TRAINING AND INFERENCE COSTS

An important disadvantage of ensemble methods is the added computational expense for training and testing multiple models.
Ensembles are much more expensive in computation and memory compared to single classifiers, especially for complicated
paradigms, namely boosting and stacking. The scaling costs of this expensive process increase even more when we use the
spam classification task using high-dimensional feature spaces. When performing inference, combining predictions from
several base learners can lead to latency issues, which is not desirable, especially for large-scale or real-time filtering systems.

8.2. MODEL INTERPRETABILITY ISSUES

Ensemble model performance is often increased at the expense of interpretability. Simple classifiers like Naive Bayes or
decision trees have transparent decision-making, while ensembles (those with many base learners/ deep models) are often less
interpretable. It can be hard to see why a certain SMS is being detected as spam, which may undermine confidence and make
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it difficult to debug or comply with regulations. This lack of interpretability is problematic from the point of view of practical
deployments as interpretability rises in importance.

8.3. DEPLOYMENT CONSTRAINTS FOR REAL-TIME SMS FILTERING

Real-time (SMS) spam filtering systems should perform under tight latency, memory and energy constraints especially in
mobile/edge-computing environments. Utilizing ensemble models in this environment may be problematic due to higher
computational and storage needs. Worse, repeated updates to the model may be required in order to adapt to changes in spam
patterns, thus making deployment and maintenance cumbersome. These limitations underscore the importance of appropriate
model selection, optimization considerations and perhaps consideration of light-weight or hybrid ensemble models that
balance merit performance while meeting operational real-time constraints.

9. FUTURE RESEARCH DIRECTIONS

9.1. HYBRID ENSEMBLES COMBINING DEEP AND TRADITIONAL MODELS

In the future, hybrid ensemble architectures that combine deep learning and classical machine learning can be studied. While
deep models (transformer-based) can capture rich semantic and contextual information, traditional models could have an
advantage in efficiency and robustness through handcrafted features. Integrating these methods as an ensemble can take
advantage of their complementary properties, leading to enhanced performance for the SMS spam detection task in both
increased accuracy and better generalization over various message types.

9.2. LIGHTWEIGHT ENSEMBLES FOR MOBILE AND REAL-TIME SYSTEMS

Since the SMS spam filtering will be generally applied to resource-limited devices, the demand for lightweight ensembles that
trade-off performance and computational cost has been consistently increasing. Regarding future work, model compression or
pruning, knowledge distillation and selective ensemble activation could be used to mitigate training and inference costs.
Efficient ensembles for mobile and real-time systems will be designed to again allow for scalable low-latency spam-detection
with only negligible performance degradation.

9.3. ADAPTIVE AND ONLINE ENSEMBLE LEARNING

Spam trends change quickly, and it is important to have models that can handle new and unseen kinds of spam. Adaptive and
online ensemble learning approaches, which update base learners gradually when new data arrives at the system, might be an
interesting line of research. These approaches are able to keep the high detection performance for a long time with low
retraining cost. Adaptive ensembles for SMS spam classification can effectively deal with concept drifts and emerging spam
patterns.

9.4. MULTILINGUAL AND CROSS-DOMAIN ENSEMBLE APPROACHES

Since the use of SMS communication is worldwide, multilingual and cross-domain spam classification problems must be
solved in future work. Ensemble methods which combine models trained on diverse languages, domains or feature
representations can enhance robustness and transferability. Transfer learning and domain adaptation can also be applied to the
ensemble systems to extend their performance on low-resource languages and several communication environments,
extending the applicability for SMS spam detection.

10. CONCLUSION

10.1. SUMMARY OF KEY FINDINGS

The work in this paper focused on the contribution of ensemble learning techniques to the improvement of performance for
SMS spam classification. The scope of analysis included several ensemble methods: bagging, boosting, stacking and voting
methods and numerous feature representations, as well as ways to appropriately deal with class imbalance. In a variety of
scenarios, experiments showed that ensembles consistently improve the performance measured across common metrics, where
recall and F1-score relating to the spam class are significantly better when compared with using single classifiers. It also
demonstrated that multiple feature diversity and classifier heterogeneity contribute to obtaining robust and generalizable
performance.

10.2. EFFECTIVENESS OF ENSEMBLE LEARNING IN IMPROVING SMS SPAM CLASSIFICATION ACCURACY
Ensemble learning was found to be very successful in enhancing SMS spam classification accuracy by decreasing bias and
variance, and simultaneously integrating diverse decision patterns from multiple models. Bagging increased stability and noise
robustness, boosting enhanced detection of difficult-to-classify spam messages, and stacking achieved the best performance by
an optimal combination of classifiers. In the end, ensemble learning presented an effective solution to the issues inherent in
SMS data that is short in length, subjected to noise and evolving spamming habits.

10.3. IMPLICATIONS FOR REAL-WORLD SPAM DETECTION SYSTEMS

The results have significant implications for real life SMS spam detection systems' design and deployment. The ensemble-
based models are more robust and adaptive to adversarial spamming, and thus suitable for large-sized secure systems.
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Although computational and interpretability issues persist, thoughtful choices and tuning of ensembles can accommaodate the
tradeoff between performance and practical deployment. Therefore, ensemble learning is a practical and efficient way to
implement robust, accurate and scalable SMS spam filtering systems in the real world.
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